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Legal Disclaimer

Intel Confidential

ÅęħĨĲ įıĤĲĤĭĳĠĳĨĮĭ ĢĮĭĳĠĨĭĲ ĳħĤ ĦĤĭĤıĠī ĨĭĲĨĦħĳĲ Ġĭģ ĮįĨĭĨĮĭĲ Įĥ ĎĭĳĤī ĈĮıįĮıĠĳĨĮĭ ßŕĎĭĳĤīŖà! ęħĤ ĨĭĥĮıĬĠĳĨĮĭ Ĩĭ 
this presentation is provided for information only and is not to be relied upon for any other purpose than 
educational. Use at your own risk! Intel makes no representations or warranties regarding the accuracy or 
completeness of the information in this presentation. Intel accepts no duty to update this presentation based 
on more current information. Intel is not liable for any damages, direct or indirect, consequential or otherwise, 
that may arise, directly or indirectly, from the use or misuse of the information in this presentation.

ÅĎĭĳĤī ĳĤĢħĭĮīĮĦĨĤĲœ ĥĤĠĳĴıĤĲ Ġĭģ ġĤĭĤĥĨĳĲ ģĤįĤĭģ Įĭ ĲĸĲĳĤĬ ĢĮĭĥĨĦĴıĠĳĨĮĭ Ġĭģ ĬĠĸ ıĤİĴĨıĤ ĤĭĠġīĤģ ħĠıģĶĠıĤ# 
software or service activation. Learn more at intel.com, or from the OEM or retailer.

ÅNo license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this 
document.

ÅIntel, the Intel logo and Xeon are trademarks of Intel Corporation in the United States and other countries. 

Å*Other names and brands may be claimed as the property of others. 

Å© 2017 Intel Corporation. 
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SGWMME

vEPCBackground (1/2)
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Å ĔįĤıĠĳĮıĲœ ıĤĠī ĳıĠĥĥĨĢ ßĘĠĭ ďĮĲĤ# čĮĴĲĳĮĭ# ĈħĨĢĠĦĮ# ,à

Å ĎģĤĭĳĨĥĨĤģ ĲĸĲĳĤĬœĲ ġĮĳĳīĤĭĤĢĪ

Å ŕĚĭģĤıĲĳĠĭģĨĭĦ ćĮĳĳīĤĭĤĢĪĲ Ĩĭ ěĨıĳĴĠīĨĹĨĭĦ ĈĤīīĴīĠı ĈĮıĤ ēĤĳĶĮıĪ ĥĴĭĢĳĨĮĭĲŖ#  
ĎĊĊĊ đĆēĒĆē Œ;?

Å No independent control or data plane scaling

User Data

ŖOther names and brands may be claimed as the property of others Ŗ User plane capacity reduction as control plane interference increases
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vEPCBackground (2/2)

ŖOther names and brands may be claimed as the property of others Ŗ
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What is it ? Why ?

ÅResearch and collaborations to understand telecom workloads behavior on Intel Architecture

ÅResearch to address software/hardware platform improvements

ÅReleased learnings and optimized reference software into open source community (DPDK, CORD) 

ÅS/P-GW, Cuckoo Hash for optimized lookup from collaborations with industry or academic partners

ÅMME, HSS, PCRF will be released later

ÅInvestigate functionality for new usage models, e.g. Connectionless IOT, Multi -Radio Access Technologies, etc

ÅNGIC is not a product and will not be a product from Intel

Next Generation Infrastructure Core (NGIC)

https://gerrit.opencord.org/#/admin/projects/ngic
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SGWMME

Next Generation Infrastructure Core (NGIC)

S11

S1U

Control Data

PGW

Å ĔįĤıĠĳĮıĲœ ıĤĠī ĳıĠĥĥĨĢ ßĘĠĭ ďĮĲĤ# čĮĴĲĳĮĭ# ĈħĨĢĠĦĮ# ,à

Å ĎģĤĭĳĨĥĨĤģ ĲĸĲĳĤĬœĲ ġĮĳĳīĤĭĤĢĪ

Å ŕĚĭģĤıĲĳĠĭģĨĭĦ ćĮĳĳīĤĭĤĢĪĲ Ĩĭ ěĨıĳĴĠīĨĹĨĭĦ ĈĤīīĴīĠı ĈĮıĤ ēĤĳĶĮıĪ ĥĴĭĢĳĨĮĭĲŖ#  
ĎĊĊĊ đĆēĒĆē Œ;?

Å No independent control or data scaling

SW Defined Network 
(Separation of Control and 

Data)

SGW

Data
ONLY

MME & S/PGW 
Control ONLY

Control Data

PGW

Data
ONLY

User Data

Å SDN based architecture

Å Match/Action semantic data plane

Å Independent & scalable control & data

Å Functional EPC per ĮįĤıĠĳĮıœĲ 
requirements

Traditional EPC Architecture Disaggregated Architecture

User Data

SDN Controller

òOther names and brands may be claimed as the property of others ò
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ċĴĭĢĳĨĮĭĠī ĊĕĈ įĤı ĔįĤıĠĳĮıœĲ ėĤİĴĨıĤĬĤĭĳĲ - NGIC
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òOther names and brands may be claimed as the property of others ò

https://gerrit.opencord.org/#/admin/projects/ngic

SW to be released later
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Linear Scaling Characteristics
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Scaling with Number of Cores

50k Subs

250k Subs

500k Subs

Å 1 packet processing core
Å 2.125 Million pps(50k subs)
Å 1.625 Million pps(500k subs)

Å 4 packet processing cores
Å 8.2 Million pps(50k subs)
Å 6.5 Million pps(500k subs)

All packet processing cores implement 
all network functions (PGW, SGW, DPI, 
Child Protection,
CG-NAT, static FW & SFC)

Å Additional (overhead) cores for C3PO EPC Data Plane Node
Å Rx Core
Å TxCore
Å Load-balancing Core 
Å Master Core
Å Interface Core

Å Packet processing cores are in addition to the overhead cores

From Sprintôs Presentation at NFV World Congress, May 2017 
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Enabling the Programmable 5G Edge Cloud

M-CORD

Source:  Open Networking Foundation



M-CORD: Enabling the Programmable 5G Edge Cloud

Open Source

Disaggregation

Virtualization

Cloudification

Programmability

PROGRAMMABLE 5G EDGE CLOUD

Source:  Open Networking Foundation



Edge Cloud

EPC

Wireless Access Edge Cloud Core

eNodeBRadio

After with SDN & NFV

Before with dedicated hardware

DISAGGREGATE RAN

VIRTUALIZE RAN components in the Cloud

SDN-ize it for PROGRAMMABILITY

Virtualized RAN 

Control

DISAGGREGATE Core

VIRTUALIZE all components in the Cloud

SDN-ize it for PROGRAMMABILITY

Virtualized EPC

PROGRAMMATICALLY instantiate slices for different use cases

Source:  Open Networking Foundation



M-CORD as the Edge Cloud

RRU + DU

CU-U

CU-c Low

ONOS xRAN

vMME

vHSS

vSGW-U

vSGW-C

vPGW-U

vPGW-C

OpenStack

vPGW-u

vPGW-c

HSS PCRF

vSGW-u

vSGW-c vMME

Core Cloud

PDN

M-CORD Edge Cloud

Source:  Open Networking Foundation

XOS

ONOS

vPCRF



M-CORD Usage Models

Virtualized RAN 

Control

Virtualized EPC

SD-RAN:  

xRAN + ONOS

Commercial Small Cells

CBRS Spectrum

Multi-Radio (MRAT)

WiFi / LTE Steering

WiFi RAN Slicing

Open Source EPC

Infrastructure Acceleration

Multi-Access CORD

Diversification of Hardware Choices

End-to-End Network Slice Stitching

End-to-End Solution PoCs & Capabilities 

Mobile Core

RAN and Access

Source:  Open Networking Foundation
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NGIC (vEPC) & M-CORD

https://gerrit.opencord.org/#/admin/projects/ngic


