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completeness of the information in this presentation. Intel accepts no duty to update this presentation based
on more current information. Intel is not liable for any damages, direct or indirect, consequential or otherwise,
that may arise, directly or indirectly, from the use or misuse of the information in this presentation.
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vEPCBackground (1/2)
Dimension | Parameter | Description | _Value _

Control Plane NAS event arrival rate 6400
C events/sec
Total time event spends in the

TC system (Service + Wait) LB [P

Sprint STWC Average event wait time 42.9 psec
u User Plane AU Packet arrival rate 5.533 MPPS

""'" User Data T Total time packet. spends.in the 181 nsec

AT&T U system (Service + Wait)
- - STWU Average packet wait time 29 nsec
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vEPCBackground (2/2)
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User plane and control plane queue flooding
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Next Generation Infrastructure Core (NGIC)

What is it ? Why ?

A Research and collaborations to understand telecom workloads behavior on Intel Architecture
A Research to address software/hardware platform improvements

A Released learnings and optimized reference software into open source community (DPDK, CORD)

A S/P-GW, CuckooHash for optimized lookup from collaborations with industry or academic partners
A MME, HSSPCRF will be released later

A Investigate functionality for new usage models, e.g. Connectionless 10T, Multi -Radio Access Technologies,etc

A NGICis not a product and will not be a product from Intel

https://gerrit.opencord.org/#/admin/projects/ngic
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Next Generation Infrastructure Core (NGIC)

Traditional EPC Architecture Disaggregated Architecture

MME & S/IPGW
Control ONLY

SDN Controller
SW Defined Network

(Separation of Control and
Data)
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From Sprintos Presentation at NFV

Linear Scaling Characteristics

Sprint

A 1 packet processing core g LR

A 2.125 Millionpps(50k subs)

A 1.625 Millionpps(500k subs)
A 4 packet processing cores

A 8.2 Millionpps(50k subs)

A 6.5 Millionpps(500k subs)
All packet processing cores implement
all network functions (PGW, SGW, DPI,
Child Protection,
CGNAT, static FW & SFC)

A Additional (overhead) cores for C3PO EPC Data Plane Node
A Rx Core
A TxCore
A Loadbalancing Core
A Master Core
A Interface Core
A Packet processing cores are in addition to the overhead cores
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M-CORD

Enabling the Programmable 5G Edge Cloud

Source: Open Networking Foundation



= M-CORD: Enabling the Programmable 5G Edge Cloud

% O

Disaggregation Cloudification
1N
=) Yot
Open Source Virtualization Programmability

PROGRAMMABLE 5G EDGE CLOUD

Source: Open Networking Foundation



— Edge Cloud

Wireless Access Edge Cloud Core

PROGRAMMATICALLY Iinstantiate slices for different use cases

Virtualized RAN Virtualized EPC
Control
DISAGGREGATE RAN DISAGGREGATE Core
VIRTUALIZE RAN components in the Cloud VIRTUALIZE all components in the Cloud
SDN-ize it for PROGRAMMABILITY DN-ize it for PROGRAMMABILITY

After with SDN & NFV

-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

Before with dedicated hardware

Radio eNodeB

Source: Open Networking Foundation



— M-CORD as the Edge Cloud

pllsts

vPGW-C vSGW-u

vPGW-u vSGW-C vMME

Core Cloud

OpenStack

RRU+DU M-CORD Edge Cloud

Source: Open Networking Foundation



— M-CORD Usage Models

RAN and Access End-to-End Solution PoCs & Capabilities

"  MubiAccessCORD
AN onos  End-to-End Nework Siice Sitching
# *

Multi-Radio (MRAT)

~ WIFI / LTE Steerino ’

Virtualized RAN Virtualized EPC
Control

Mobile Core

Open Source EPC

»

Commercilal Small Cells

CBRS Spectrum

WIiFI RAN Slicing

Source: Open Networking Foundation
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NGIC (VEPC) & M-CORD

J L J

https://gerrit.opencord.org/#/admin/projects/ngic



